**Parallel Programming: Worksheet 6**

**Exercise 1: Data Decomposition: Output**

Write a program that does matrix multiplication in parallel. On processor zero create 2 matrices to be multiplied (ensure that they are of compatible dimensions for multiplication). Make each of the processes responsible for different rows in the answer.

1. Send the input matrices to all the processes together with the rows that they are responsible for (decide the decomposition on processor zero). Once the calculations are complete gather the results back on processor zero.
2. You do not actually need to send all of both matrices to other processes. Can you speed up the communications by only sending the required data to each process?

**Exercise 2: Quicksort Algorithm**

The standard serial version of the quicksort algorithm is as follows:

1. Divide the current list into two portions using a pivot value where every item smaller than the pivot goes into one list and every item greater than or equal to the pivot goes into the second list. Unless you know something special about the distribution of the data you can use the midpoint of the data range as the pivot (on the first division you may need to find or be told the range. On subsequent divisions you will already know the range). Alternatively you can simply use the value at the end of the list as a pivot.
2. Do step one recursively until you only have one item in the list.
3. On the way out of the recursion recombine the lists to result in a list that is sorted.

I want you to implement two parallel versions of the quicksort algorithm. There are two basic tactics that you can use in the parallel decomposition of the quicksort algorithm:

1. Have one version where instead of a single pivot on the initial division you have p-1 pivots, where p is the number of processes. This will result in p lists, with one processor responsible for each of the sub-lists. The potential inefficiency in this method is that processor zero is responsible for all of the pivoting and the division of the data between the processes is unlikely to be very even unless the input data is very uniform.
2. The second tactic is to have 2 pivots on each processor. The first processor sends data to two other processors and keeps some of the data for itself (the amount it keeps for itself should be approximately the total amount of data divided by the number of processors). Each of these two processors should do the same thing until there are no processors left. The sorted lists then need to be regathered back in the reverse order.

The sorting of each list on an individual processor is best done recursively. For distributing the processes it is best to keep track of the processes that a given process has available to distribute. This can be sent along with the list of numbers that that process is responsible for. You may need to use MPI\_ANY\_SOURCE to receive the list to be sorted by that process. You can then get the number of the source from the status in order to send the sorted list back to the appropriate location.

**Workshop Exercise 6: Exploratory decomposition**

Implement the solution of the 15 puzzle problem in parallel. With only 4 processes the implementation is relatively straight forward as each of the processes can be responsible for one of the moves from the initial state, with all the subsequent moves carried out on those processes. With more available nodes the decomposition is more complex as each of the process needs to send new moves on to available processes while keeping some of the solution for itself. At each step there needs to be a communication between the nodes to determine if a solution has been found. If one is found the chain of moves required needs to be sent back to the root.